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Let’s review
the context ..




Rate of Adoption

What we learn:

People use (EZ use, like it)
People talk about it

Much more:

Ability to scale (Microsoft)

accenturePigitalRosh

ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

Netflix B 3.5 years
Kickstarter" [ 2.5 years
Airbnb** B 2.5 years
Twitter [ 2 years

Foursquare™* 13 months
Facebook 10 months
Dropbox B 7 nonths
} O 0.0
Spotify I 5 months O’\O/‘O’\O
Instagram*** B 2.5 months D‘Q_DD
ChatGPT |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin

statista %a
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Context: AGIl as Any Other Transformational Technology

-~

Internal
Digital Portfolio

Business
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The Leadership Context

S0, is AGI just one more Tech?
Or as big as: Book printing, Electricity, and the Internet?

or Even Bigger?
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Key AGI Concepts

Baseline:

1. Data Set -- data that is used to train the model.

2. Transformer -- the “learning” tool that create the work corpus.

3. Promt -- what you ask the system to do.

4. Chat Context -- unique way to keep context (GPT instruct << key innovation)

Even more:

5. “Connectionist” vs. “Symbolic” (ala )

6. Alignment -- what do we want the system to do -- is it aligned

/. Guardrails -- a rail that prevents people from falling off or being hit by something.
8. Business Models -- what will be the structure/nature of the market?
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Al vs. AGI

Dr. Eran Harary - Al and ML in Pharma

D E a m 2022-119-23 §& Sharon Yehuda e

Medical, Al in Medical, Case Studies, Videos, Al @

Wearable Ultrasound for Breast Cancer Diagnostic o G I
D E u m 2022-'Nn-22 i@ Roee Sivan Q
(N'>23K) English 88 :This post is also available in Medical, Al in Medical, Al @ < >
Artificial

Dr. Vladi Dvoyris about Dental Medicine Genera'
OEE00 R Intelligence
Al in Medical, Al, Digital In Depth by Our Members @

The Computer Understands Proteines, by Lavi Bigman

-
G u m 2020-nX7-09 §§ Yesha Sivan g

Medical, Al in Medical, Al @
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24 hrs ago

a cute little robot with a Valentines

Concrete PROMPT heart in his hand, anime, chibi, kawaii,

pixiv ,big soulful eyes, Hyper realistic o...

«g Ive
o






18 hrs ago

| am drifting to beyond learning how to

Artistic PROMPT speak without words how to see with

my mind how to hear the soothing...

}\ Dream.Hub
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AGI for Robotics
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OpenAl releases Point-E, an Al that generates 3D models

Converting the Point-E point clouds into meshes. Image Credits:
OpenAl
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AGI| Combined

Text

Visual

Video

Voice

Movement

Any other types of data...
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Machine Learning based on Corpus of text:

175,000,000,000 100,000,000,000,000

4 tinykiwi
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CONTENTS OF|GPT-3|&|THE PILE V1

ELEUTHER’S GPT-NEO, GPT-J, GPT-NEOX,

BAAI'S WUDAO 2.0, AND MORE...

B Wikipedia (facts) (3.49%)

- Books 1/BookCorpus (Smashwords) (7.8%)

M Books?2 (Libgen or similar) (8.1%)
B WebText (Reddit links) (18.86%)

B Common Crawl! (www) (61.75%

& LifeArchitect.ai/models

WebText (Reddit Submission Corpus
HuffPost (news)
The New York Times [news)
BEC {news)
Twitter (discussion)
The Guardian (news)
The Washington Post (news)
and 4.3M+ more domains...
Common Crawl

(C4, cleaned/filtered, sorted by most tokens)

Frontiers Media (papers)

ss Insider |
Chicago Tribune (
Booking.com {

papers)
Info (papers)

FindLaw Cas
ational Canter for Biot

NPR (n

and 90.9M+ more domains...

LAS[ld =Yl

. Enron Emails (discussion) (0.14%)

B NIH ExPorter (papers) (0.3%)
PhilPapers (papers) (0.38%)

- YoutubeSubtitles (movies) (0.6%)
HackerNews (discussion) (0.62%)
EuroParl (formal discussion) (0.7 3%)

B Books 1/BookCorpus {Smashwords) (0.75%)

B Ubuntu IRC (discussion) (0.88%)

B DM Mathematics (papers) (1.24%)

B Wikipedia (facts) (1.53%)

B OpenSubtitles (movies) (1.55%)

B Gutenberg (books) (2.17%)

B PubMed Abstracts (papers) (3.07%

B uspTO Background (papers) (3.65%)

B Stack Exc hange (discussion) (5.13%)

B Freelaw (papers) (6.12%)

B Github (code) (7.5

0

W Arxiv (papers) (8.96%)

B WebText (Reddit links) (10.01%)
M Books3 (Bibliotik tracker) (12.07%)
B PubMed Central (papers) (14.4%)
B Common Crawl (www) (18.11%)

TECHNION

Azrieli Continuing Education and
External Studies Division
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LANGUAGE MODEL SIZES TO DEC/2022

4 Parameters

. Al lab/group

Avallable

O Closed

¢ LifeArchitect.ai/models

Luminous
200B

OPT-175B

PaLM'COder 175B

Jurassic-1 Minerno

178B

PaLl
178

. Flamingo
son

GAL 120B
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Note: Gato by Google Deepmind

GATO - A New Generalist Artificial Intelligence Agent

Into the World of GATO

Datasets

Gato is trained using a variety of datasets, including agent experience in both simulated and real-world
settings, as well as natural language and image datasets. The below tables describes the datasets used for

GATO training.

What is the capital of
France?

ez 6 Control environment Tasks | Episodes él‘ii::: f;:gp;: Vision / language dataset S;:gpl::
DM Lab 254 16.4M 1948 9.35% MassiveText 6.7%
O Can you write me a poosm? ALE Atari 51 63.4K 1.26B 9.5% M3wW 4%
ALE Atari Extended 28 28.4K 565M 10.0% ALIGN 0.67%
1 don't know exsctly what Sokoban 1 27.2K 298M | 1.33% | | MS-COCO Captions 0.67%
::ﬁ: .::_'" Jostso ] G BabyAl 46 | 4.61M | 22.8B | 9.06% || Conceptual Captions 0.67%
S— DM Control Suite 30 395K 22.5B | 4.62% LTIP 0.67%
DM Control Suite Pixels 28 485K 35.5B | 7.07% || OKVQA 0.67%
DM Control Suite Random Small | 26 10.6M 313B 3.04% VQAV2 0.67%
DM Control Suite Random Large | 26 26.1M 791B | 3.04% | | Total 14.7%
Meta-World 45 94.6K 3.39B | 8.96%
Procgen Benchmark 16 1.6M 4.46B | 5.34%
RGB Stacking simulator 1 387K 2448 | 1.33%
RGB Stacking real robot 1 15.7K 980M | 1.33%
Modular RL 38 843K 69.6B | 8.23%
DM Manipulation Playground B 286K 6.58B | 1.68%
Playroom 1 829K 1188 1.33%
Total 596 63M 1.5T 85.3%

https://arxiv.org/pdf/2205.06175.pdf

The data contained in the final dataset used to train the GATO model is widely spread in different domains,

those are
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LANGUAGE MODEL SIZES TO DEC/2022
&

Luminous
200B

PaLM
PaLM-Coder

Jurassic-1 Minerva
‘ 178B

4+ Parameters

‘ Al lab/group

Avallable

O Closed

Beeswarm/bubble plot, sizes linear to scale. Selected highlights only. Alan D. Thompson. December 2022 httos:/lifearchitect aif

LifeArchitect.ai/models

OPT-175B
BB3

175B

PaLl
178

GAL 120B

TECHNION
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For example PaLM by google:

ARITHMETIC

LANGUAGE UNDERSTANDING

8 billion parameters

Source: Google Deep Mind Page 27
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The blessings of scale

S ca I @r Al training runs, estimated computing resources used
Floating-point operations, selected systems, by type, log scale

PaLM (5408)

GPT-3 —©O

@ Drawing DALL-E
» Language GPT-2 102
@ Vision BERT-Large
Other { »
NPLM 9 L
, 8
@
10"
NetTalk 2
Neocognitron
¥ o 108
i ADALINE
® 104
O Theseus ;
| U R B T LTS T2 L I PR L A
1950 60 70 80 90 2000 10 22

Sources: “Compute trends across three eras of machine
learning’”, by J. Sevilla et al,, arXiv, 2022; Our World in Data

Source: Sequoia Dec, 2022
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The speed at which artificial intelligence models master benchmarks and surpass human baselines
is accelerating. But they often fall short in the real world.

Machines Are Fast Learns gl TN

MMIST (handwriting recognition)
@ Switchboard (speech recognition) @ SQuAD 2.0 (reading comprehension)
® ImageNet (image recognition) @ GLUE (language understanding)
0.2

Human
performance

|

0.0

Relative model performance
S
oS

Source: Sequoia Dec, 2022
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Exponential Growth of Computing
Twentieth through twenty first century
Loganthmic Plot

All Human Brains
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One Insect Brain

KURZWEIL

AUTHOR OF THE MaToNEL sestszLLen THE AGE OF SPIRITUAL MACHINES 1900 sl A SR =

2000 0 § 2040 2060 2080 2100

Year

2005 -- By Courtesy of Ray Kurzweil and Kurzweil Technologies, Inc. - en:PPTExponentialGrowthof Computing.jpg, CC BY 1.0,
https://commons.wikimedia.org/w/index.php?curid=3324354



